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Abstract 
Hidden Markov Models have been extensively used in various fields, especially in speech 

recognition, biology, image and signal processing and digital communication. They are well 
known by their effectivenss in modeling the correlations between adjacent symbols, domains 
or events, but they often suffer from high dimensionality problems. In this work, we propose 
two approaches to reduce the execution time of Hidden Markov Chain with Independent 
Noise used in image segmentation. The first one consists of dividing the image into blocks, 
each of them is treated independently of other. In the second approach, we have divided the 
observations into blocks, but the treatment of each block depends on its previous one. The 
obtained results, show that our approaches outperform standard one, and contribute 
efficiently to reduce the execution time and the number of iterations ensuring the conver-
gence. 

  
Keywords: HMC-IN, ICE algorithm, MPM estimator, divide and conquer technique, ex-

ecution time, image segmentation. 

 

1. Introduction 
Image processing [1] is a scientific domain of research, which includes many mathematical 
applications such as filtering technique, classification of images, recognition [17], segmenta-
tion and restoration [21]. Among the aims of image processing is to improve the quality of 
images. It is used in many fields like medicine, chemistry. Image segmentation [20] is the 
most complicated task in image processing used implicitly in the majority of applications of 
image processing. Sometimes, it can be confused with classification. This operation allows to 
extract the objects and the components from the images in order to help humans to analyze 
the different regions of image and to extract the useful information from this image. It con-
sists in distinguishing the pixels of the image, which have similar characteristics like color, 
texture, intensity into regions. 
Many segmentation techniques exist in the literature [1,20,39]. Among these, we find thresh-
olding and histogram techniques [38], that are the simplest methods of segmentation. 
Thresholding is based on indexing any similar region of image by a threshold, for example in 
binarization of images, we define two thresholds one for white color pixels and other for black 
color pixels. Furthermore, region approach [9] and edge approach [24] are two well known 
segmentation approaches. The first consists in dividing the image into homogeneous regions 
according to the similarity between the regions components, on the contrary, the second ap-
proach divides the image into regions according to discontinuity between the regions compo-
nents. Many methods based on these approaches exist. In region approach we note region 
growing [9], merge and split [20]. For edge approach we have active contour [42], sobel and 
canny contours [15]. Some recent techniques combine region and edge approaches like math-
ematical morphology [4, 29,31] and watershed [6], these techniques provide better results 
than using region approach or edge approach only. 
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K-means [40] is also another segmentation method, based on clustering technique [56] that 
consists segmenting the image into regions by classifying the pixels of image in a suitable 
membership class satisfying some criteria such as distance between pixels, degrees of mem-
bership, number of neighbor pixels. The choice of a segmentation method depends on many 
selection criteria for example the nature of the image, dominant information, characteristics 
of objects to be extracted. 
In this work, we consider a hidden Markov model [32], to segment images this model is an 
unsupervised statistical method of segmentation [22], based on the clustering technique. It is 
used in many applications such as medical images [35], sonar images [10,11], satellite and 
teledetection images [30]. We distinguish three type of Markovian models: Fields of Markov, 
Markov Chains and Trees of Markov. Each Markov model has its own procedure to model the 
image before segmenting it. 
Hidden Markov Fields(HMF) models [50] have the principle to decompose the image into 
blocks of pixel neighbor, each block must contain four or eight pixel neighbor at the least. 
Each block represents a set of click of different orders. This Markovian model gives good re-
sults of segmentation, but it requires an important execution time and execution unit(CPU) 
compared to other Markovian models [8,50]. Markov chain transforms the image 2D shape 
in 1D shape respecting that each two pixel neighbor in the image 2D must remain neighbor in 
the chain 1D. There exist many paths to transform the image 2D in chain 1D, like Hilbert 
Peano path[23], zigzaging, line by line path. The trees of Markov are a particular case of Mar-
kov chains, we can use quadtree representation [13], or bitree representation, or other tree 
representations to convert an image to tree shape. Additionally to these models, we found the 
recently models of Markov, which are a generalization of classical models[49], such as pair-
wise models [8,33], triplet models [50] and evidential models [28]. These models are used in 
the modeling problems that, the classical models are unrealizable to resolve them. Another 
representation of these models is a fuzzy version [7,14], this model is used to segment the 
fuzzy images. 
The main problem of hidden Markov models in image segmentation is the numerical com-
plexity. Normally, the dimensions of segmented image are very large and so the classical 
methods are impracticable. For this reason, we have proposed two approaches based on the 
technique of divide and conquer. The first approach is a traditional method of dividing the 
image into blocks, each sub-block is segmented independently of other using HMC-IN. We 
consider that each block composing the image is treated as a sub-image. The second proposi-
tion consists in dividing the image into a set of blocks, the treatment of each sub-block de-
pends on the result of its previous block. In order to reduce the execution segmentation time, 
we have also proposed two variants of the former approach, each variant has its principle and 
procedure. We have used ICE (Iterative Conditional Estimation) algorithm and MPM (Mar-
ginal Posteriori Mode) algorithm [18] to estimate the parameters of the HMC model. 
The outline of this paper is as follows : Section 2 presents related works. Section 3 presents 
the standard hidden Markov chain HMC-IN, ICE and MPM algorithms. Section 4 explains 
our proposed approaches. Section 5 shows the conducted experiments and the obtained re-
sults. And finally, the last section gives a conclusion and addresses some open questions.  

2. Related Works 
Recently several techniques and researches have been carried out to segment images seman-
tic and fast. Among these, it exist graph cut and Convolutional Neural Net-
works(CNN) these methods have been used to segment many different types of images like 
color, grey level, 2D, 3D, satellitefrom different dataset.  In [54] the authors have described a 
novel framework for efficient object extraction form N-D image data using s/t graph cut. The 
same author have proposed in [53] a new implementation of Max-Flow/ Min-Cut algorithm 
using by graph cut to segment, restore and stereo images, to evaluate the performance of this 
proposition, the new algorithm has been compared by others graph algorithms in term of 



running time, from the results this proposition minimizes energy faster than another algo-
rithm. In [45] the author has proposed a new version of recently Generative Adversial Neural 
Network (GAN) to segment some multispectral satellite images. This version is called by con-
ditional GAN. The same author has developed in another work [46] a new GAN network 
called HydroGAN, this model has used to labeling the hydrographic region in satellite image-
ry. The developed HydroGAN is capable to labeling the water objects in different seasons. In 
another work the authors [24] have proposed a new version of mobile architecture Mo-
bileNetV2 basing on inverted residuals and linear bottlenecks to segment images to detect ob-
jects. [16] have studied the high resolution representation of High Resolution Network 
(HRNet) by introducing a simple modification, the authors here have augmented the high 
resolution representation by aggregating the representations form all the parallel convolu-
tions. This developed network is named HRNetV2, this network is applied to segment facial 
landmark detection. Another approach in [44] has proposed a new framework of deep convo-
lutional encoder/decoder architecture for images segmentation named SegNet[34], here the 
authors have compared this new contribution with other existing architectures of Neural 
Network. Moreover, the authors of [43] have presented a new parsing task Unified Perceptual 
Parsing improving a multitasking network called UPENet with hierarchical structure, this 
new framework has been applied to segment some heterogeneous images. 

3. Hidden Markov model in image segmentation 
In this section, we present a classical Markovian model used to segment images, called Hid-
den Markov Chain with Independent Noise (HMC-IN). This model doesn’t take into account 
noisy observations, but it is too effective to segment denoised images. Moreover, we expose 
the procedure of the ICE estimator, and we explain the principle of estimating the resulted 
segmented image according to MPM algorithm.  

3.1. HMC-IN segmentation principle 

In Markovian segmentation, the image to be segmented is represented by two random varia-

bles 
},.....,{= 1 NxxX

 and 
},.....,{= 1 NyyY

, N  is the total number of pixels. We consider that 

RY  is the observations. And },.....,{= 1 KX   is the result of an image segmentation. 

Where   is the set of membership classes and K  is a number of membership classes, it’s ini-

tialized by the user. Generally, hidden Markov model estimates the hidden image X  from the 

observations Y ,for that, Markovian model calculates the a posteriori probabilities of X  

knowing the observations Y  using Bayes theorem [5]:  
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Where : 

 )|( XYP  is the probabilities of observations Y  conditionally to X .  

 )(XP  is the a priori probabilities of X .  

 )(YP  is a normalization constant 1=)(YP .  

HMC-IN assumes that the hidden process X  is a Markov chain, it’s homogenous and sta-
tionary of order 1, its law is: 
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The process X  has two parameters x  the initial law )=(=)( 1 ixpiPI , i  and the matrix of 

transition between classes i  and j  
)=|=(=),( 1 ixjxpjiA nn  ji, . 



Also, HMC-IN assumes that the observations Y  are conditionally independent of X , each 

observation 
Nnyn ,

 depends only on its hidden class of membership nx
.  
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The parameters of observations y  depend on the law of probability followed. In this work, 

we assume that our observations follow the gaussian law so, the process Y  is defined by a 

gaussian density f  in each class i :  
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with the mean )(i , and the variance 
2))(( i . 

HMC-IN has two type of parameters 
),(= yx 
 the parameters of the process X  : 

),(= APIx  and the parameters of observations Y  : 
))(,(= 2 y . 

To obtain the resulting image X , it should follow three phases: Initialization phase, Iterative 
estimation phase and Final decision phase. In the first phase, we initialize the initial configu-

ration of 
0X  process using K-means algorithm or FCM algorithm [55] or another algorithm 

of segmentation based on the clustering technique. Also, we initialize the parameters of each 

process X  and Y . In the second phase, we estimate the parameters of X  and Y  iteratively 
until convergence using estimator iterative algorithms like EM(Expectation-Maximization) 
[3], ICE [48], SEM(Stochastic Expectation-Maximization) [51]. In the thrid phase, we esti-

mate the final configuration of the segmented image X  using Bayesian decision strategies as 
Viterbi algorithm [12] or MPM(Marginal Posteriori Mode) estimator. In the following para-
graph, we briefly present Baum Welch algorithm, ICE and MPM algorithms.  

3.2. Estimator algorithms 
The ICE algorithm, introduced in [47], is an iterative method of estimation based on the 
Monte Carlo approximation method [27]. In each iteration, ICE simulates the hidden process 
X  conditionally to the observations Y . This algorithm uses the deterministic strategy to cal-

culate the parameters of the hidden process X , and the stochastic strategy to estimate the 

parameters of observations Y . 

After parameters initialization ))(,,,(= 200000  API , ICE algorithm calculates the parame-

ters of each process ))(,,,(= 2qqqqq API   for a number of iterations Q  until convergence. 
The parameters estimation can be stopped according to a chosen stopping criterion adapted 
to each case. In the particular situation, this criterion may be based, for example, on the con-
vergence of one of the estimated parameters. ICE algorithm uses Baum Welch algorithm[26] 
to estimate the parameters.  
Baum Welch algorithm proceeds as follows: 

1- Calculating the Forward probabilities 
),,.....,(=)( 1 nnn xyypi

 using Forward algorithm: 
Algorithm1: Forward algorithm 

Initialization: 1)=(n  
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Induction: 1)>(n  
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 2- Calculating the Backward probabilities 
)|,.....,(=)( 1 nNnn xyypi 

 following the steps of 
Backward algorithm: 
Algorithm2: Backward algorithm 

Initialization: )=( Nn  iiN 1,=)(
 (7) 

  

Induction : )<( Nn    
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3- After calculating 
)(in  and 

)(in , Baum Welch estimates the joint a posteriori probabili-

ties 
)|=,=(=),( 1 nnnn yjxixpji 

 and the Marginal a posteriori probabilities 
)|=(=)( nnn yixpi

 from 
)(in  and 

)(in  using the following formulas :  
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The procedure of ICE algorithm is explained in the following algorithm: 
Algorithm 3: ICE algorithm 

For each iteration Qq :   

-Calculating the probabilities 
q ,

q ,
q  and 

q  using Baum Welch algorithm;    

 -Simulating the process 
qX  for one random simulation according to the a posteriori 

probabilities )|( YXP  calculated in the iteration q ;   

- Estimating the parameters 
1q

x  of hidden process X  by the deterministic strategy: 

).(=)( 1

1 iiPI qq 

           (11)  
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 - Estimating the parameters 
1q

y  of observations Y  for each class i  by the        sto-

chastic strategy based on the simulated process 
qX :  
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  -Calculating the gaussian density 
1qf  of observations using the equation(4);  



   1= qq  
 

After the convergence of the algorithm 2.2, HMC-IN estimates the final segmented image X  

using MPM estimator. This estimator calculates the marginal a posteriori probabilities 
)(in  

from the final obtained parameters, basing on Forward Backward algorithm. To find the 
membership class of each observation, MPM maximizes these probabilities, by the following 
equation:  
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The following schema describes the different steps to estimate parameters and image result of 
segmentation, that we have followed in this work: 
 

 
Fig.1. HMC-IN segmentation Phases 

4. The proposed approaches 
As cited above, hidden Markov chain is a robust model among Markovian models for image 
segmentation, but its drawbacks is in the high complexity of calculating parameters, especial-
ly when the size of a given image is very large. In fact, working in the real time with large size 
of images and large number of images in database makes the execution time of segmentation 
image task more and more slowly. So, we propose some improved HMC models for reducing 
time execution based on the technique of divide and conquer [36,37]. The main idea of these 
approaches is to divide the process of estimating and calculating HMC parameters into sever-
al sub-estimating processes resolved independently. Then, we combine all sub-optimal solu-

tions to generate the global final solution. In the first one, we divide the observations Y  into 
M  blocks of the same size, each block is treated independently of the others. In the second 

one, also we divide the observations into M  blocks of the same size, but the treatment of a 
block depends on the previous results, the solution of each current block is obtained by use 
the solution of its previous block. This technique permits to reduce the complexity of calculus 
compared to the first approach. The following sub-sections explain the process of the pro-
posed approaches.  



4.1. The First Approach : Independent Estimation 

As a traditional approach of division, the independent estimation approach divides the global 
data to be treated into blocks(sub-processes). Each sub-block is solved independently of the 
others, and then we combine the solutions of blocks in order to determine the global solution 
of the initial problem. 

Let },.....,{= 21 MYYYY  is a set of blocks and 
},.....,{= 21 MG SSSS

 is a set of solutions of blocks, 

where : GS
 is the global solution, M  is the number of blocks, and div  is the size of a block. 

The figure 2 shows the scenario of the independent approach. 
 

 
Fig.2. Scenario of independent estimation approach 

 

The observations Y  are divided into a set of equal sub-blocks. The number of blocks M  is ini-
tialized by the width of image or the length of image or another divider of the observations 
size. To estimate the parameters of each block, we follow the same procedure as the standard 
HMC approach. Each block is treated like an independent HMC. Finally, we combine the final 

configurations of blocks to bluid the global final configuration of m

M

m XX 1== . The steps fol-
lowed in the first approach are shown in the following algorithm: 
 
Algorithm 4: Independent estimation approach steps 

1- Initializing the hidden process 
0X  using K-means method;   

2- Initializing the parameters of each process 
),(= 000

yx 
;   

3- Transforming the image Y  into Markov chain using line by line path method;   

4- Dividing the obtained chain into M  equals sub-blocks;   
5- For each block, calculating the probabilities of Baum Welch, estimating the parame-

ters and simulating the process X  until convergence, estimating the final configuration;  

6- Combining the final configurations of blocks and building the segmented image X .     
 
Algorithm 5 illustrates the different steps of the independent approach; we have just added a 
loop to the original algorithm of estimation, that allows executing all blocks independently. 
 
Algorithm 5: Independent approach 

Input : ))(,,,(= 200000

iiAPI   

Out put : the global final configuration X   

Initialization : 1=m    ( ))<=(( Mm )  

Initialization : 0=q    

For each iteration Qq :  



Calculating  ,  ,  ,   using Baum Welch algorithm : 

Initialization: 1)=(n   
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  Induction: 1)>((n  and ))<( divn   
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  Initialization: )=( divN   
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 Simulating the hidden process mX
 for the current block mY

 one simulation;  Calculating 

the parameters 
1q

x  by:  

  iiiPI qq )(=)( 1
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  Calculating the parameters 
1q

y  of observations Y  by :  
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 For ( );=1;=( iKii )  



For ( );=1;=( ndivnn )  

Calculating the gaussian density )( n

q

i yf  for all pixel belongs to current block using the 
equation4;    

1= qq   

Estimating the final configuration of current sub-block mX
 using MPM algorithm. 

divmdiv *=    
1= mm    

combining the final configurations of sub-block mX
 to build the final global segmented 

X  
 
Remark: 

1. Note that, the division of observations Y  into blocks is done after, transforming the 

observations D2  shape into vector D1 (chain) using line by line path. Then, we have 

divide the vector D1  into M  blocks of the same size. 
2. Since each block is treated independently of the others, parallelism technique can be 

used to further alleviate the computations. 

4.2. The Second Approach : Dependent Estimation 

 Contrary to the first approach, the second approach considers that the solution of each data 
block depends on the solution of its previous block. The solutions of blocks are combined to 
build the final solution of the global problem. The following figure illustrates the scenario of 
the dependent approach:  
 

 
Fig.3. Scenario of dependent estimation approach 

 

 In this approach, we start by dividing the image Y  into blocks(levels), each level contains one 
block. The calculus of probabilities of a block depends on the result of its previous block. After 
calculating the probabilities of all blocks, we recombine these probabilities to calculate the 
parameters of each HMC’s process, we repeat this calculus until the convergence of the ICE 
algorithm. Finally, we combine the obtained final parameters to estimate the final configura-

tion of the global process X  using MPM algorithm. 
Algorithm 6 describes the steps followed by the second approach: 
Algorithm 6 : Dependent estimation approach steps 

1- Initializing the hidden process 
0X  using K-means method;   

2- Initializing the parameters of each process 
),(= 000

yx 
;  

3- Transforming the image Y  into Markov chain using line by line path method;  

4- Dividing the obtained chain into M  equals sub-blocks;   
5- Calculating the probabilities of each current sub-block m  from the probabilities of the 



previous sub-block 1m .  
6- Combining these probabilities, and, estimating the parameters of the HMC-IN, re-
peating these phases, until convergence;   

7- Estimating the final global configuration of X .   
  
Considering that the execution time of the parameters estimation phase is the most costly, we 
have tried to make a modification in this phase. To do this, we have proposed an adapted pro-

cess of estimation that consists in estimating the parameters  ,  ,  ,   of each block, and at 

the same time simulating the process mX
.  

The procedure of estimation is illustrated in the following algorithm: 
Algorithm 7: Dependent approach 

Input : M  is the number blocks;  
m  is the current block number ;   

Initialization : 1=m   

While ( ))<=(( Mm ) :  

If ( 1==m ) : 

Initialization: 1)=(n   
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  Induction: 1)>((n  and ))<( divn   
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  Initialization: )=( divN   
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  Simulating the hidden process 1X  for the first block one simulation;    
m  ;  

If (m>1) 
 

 Initialization: 1)=( divn   
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  Induction: 1))(>(( divn  and )))*(<( divmn   
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 Initialization: ))*(=( divmn   
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  Induction : ))*(<( divmn   
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 Simulating the hidden process mX
 of the block m  one simulation;  

divmdiv *=    
m       

 

After calculating the probabilities  ,  ,  ,   and simulating the sub-blocks of hidden pro-

cess m

M

m XX 1==  using the algorithm 7, we combine these probabilities to calculate the global 

parameters of HMC 
),(= q

y

q

x

q 
. We test the convergence of ICE algorithm, if it achieves the 

convergence, we take the final obtained parameters to estimate the final configuration of the 

global process X  using MPM algorithm, else we recalculate the probabilities and the parame-
ters until convergence. The procedure of the second approach is explained in figure 4:  



 
Fig.4. Dependent estimation process : Approach 2 

 
We have proposed two variant methods of Approach 2 (Approach 2-1, Approach 2-2). The fol-
lowing subsections explain in detail the process of these variants.  

 4.2.1. Approach 2-1 

The approach 2-1 has the same procedure as approach 2, but it calculates just the probabili-

ties  ,  ,  ,   without simulating the process mX
 of each block. Then, it combines these 

probabilities to simulate the global process X  and to estimate the parameters 
),(= q

y

q

x

q 
 of 

the HMC. it repeats these procedures until ICE convergence. Finally, it estimates the global 

configuration of X  process . The approach 2-1 proceeds as follows:  
 

 
Fig.5. Dependent estimation process : Approach 2-1 



 4.2.2. Approach 2-2 

In the approach 2-2, we have used the algorithm 7 to calculate quickly the probabilities of 

Forward  , and Backward   of each block. Then, we combine these probabilities to calculate 

the Marginal a posteriori probabilities   and the Joint a posteriori probabilities  , to simu-

late the global process X , and to calculate the parameters 
),(= q

y

q

x

q 
 of HMC. We repeat 

this calculus until ICE convergence. After that, we calculate the Forward 
Q and Backward 

Q  probabilities for the global process, and we estimate the final configuration of X . The 
figure 6 shows the procedure of the approach 2-2.  
 

 
Fig.6. Dependent estimation process : Approach 2-2 

 
Remark: 

1. We note that the algorithm 7 can be applied with any estimator like SEM, 
MCEM(Monte Carlo Expectation-Maximization). These estimators have a similar es-
timation process than ICE. For EM algorithm, we can use the algorithm 7 without 

simulating the process X  in each iteration. 
2. The difference between these variant approches lies in the way that the BaumWelch 

probabilities are calculated and the simulation of the process X , before or after com-
bining. 

5. Experimental Results 
In this section, we evaluate the effectiveness of the proposed approaches compared to the 
standard approach(HMC without decomposition). The comparison is made in level of quality 
measures[52] such as PSNR (Peak Signal-to-Noise Ratio), SSIM (Structural Similarity Meas-
ure), error rate, execution time, and the number of iterations to reach convergence. We have 
realized six experiment image segmentations, in each experiment we have defined the num-

ber of classes K , the number of blocks M . For all experiments, we have followed this proce-

dure to initialize the parameters of each process 
),(= 000

yx 
.  



The initial configuration 
0X  of the process X  is estimated by K-means algorithm. The pa-

rameters 
0

x  of the hidden process X  are estimated using the following formulas:  
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 The initial mean )(0 i  of the observed process Y  is calculated from the initial process 
0X  

obtained by K-means using this formula:  

 
.

]=.1[

=)(

0

1=0

N

ixy

i
nn

N

n




             (40) 

 The variance 
0  is calculated from the mean 

0  using this formula:  

 
.

]=.1[))((

=)(

020

1=0

N

ixiy

i
nn

N

n







         (41) 
 Note that for color image segmentation, we calculated the mean and variance of each color 
level Red, Green, Blue (RGB).  

5.1. Experiments 

We have segmented five images with different sizes and kinds. We have segmented, in exper-
iment 1 a cervical medical image, in experiment 2 a color image of PASCAL VOC2010 da-
taset[25], in experiment 3 we have a color image of ADE 20k dataset available at [2], and in 
experiment 4 a normalized satellite image from ISPRS Potsdam dataset [41] . Table 1 indi-

cates the size of images, the number of classes K   and the number of blocks M  resulting 
from the division. The choose of number of classes depends on the level color in image, that 
we consider each color is a class. 
Table.1. Experiences characteristics of the experiments. 

Experiments Size of images Number of classes Number of blocks 

1 344*344 4 344 
2 500*324 4 1620 
3 2000*1500 10 30000 
4 6000*6000 6 360000 

5.2. Visual Results 
The following figures describe the different conducted experiments and the results of seg-
mentation carried out by the proposed approaches.  
 



    

(a) Original image Y 
(b) Initial configura-

tion X0 
(c) Initial approach (d) Approach 1 

   
(e) Approach 2 (f) Approach 2-1 (g)Approach 2-2 

   
Fig.7.Results of segmenting cervical medical image 

 

  
(a) Original image Y (b) Initial configuration X0 



  
(c)Initial approach (d) Approach 1 

  
(e) Approach 2 (f) Approach 2-1 

 
(g) Approach 2-2 

 
Fig.8. Results of segmenting color image 

 



  
(a) Original image Y (b) Initial configuration X0 

  
(c) Initial approach (d) Approach 1 



  
(e) Approach 2 (f) Approach 2-1 

 
(g) Approach 2-2 

 
Fig.9. Results of segmenting color image 



  
(a) Original image Y (b) Initial configuration X0 

  
(c) Initial approach (d) Approach 1 

  
(e) Approach 2 (f) Approach 2-1 



 
(g) Approach 2-2 

 
Fig.11.Results of segmenting satellite image 

 
From these experiments, we observe that the quality of segmented images obtained by the 
original HMC approach are similar to those of the proposed approaches. As a first good con-
clusion, our approaches are competitors of the classical HMC approach in term of segmenta-
tion quality. 

5.3. Quantitative Results 

To confirm the visual obtained results, we have calculated some evaluated criteria. The com-
paraison is made in term of quality measures : PSNR index, SSIM index and Error Rate. The 
obtained results for each experiment are resumed in the following tables: Table2 represents 
the PSNR index, Table3 shows the index of similarity SSIM and Table 4 presents the error 
rate. 
Table.2. PSNR index values. 

Experiments 
Initial Ap-

proach 
Approach 1 Approach 2 Approach2-1 

Approach 2-
2 

1 29,6172 29,6172 29,6172 29,6172 29,6172 
2 34,2024 34,2024 34,2024 34,2024 34,2024 
3 35,7621 35,7621 35,7621 35,7621 35,7621 
4 35,8622 35,8622 35,8622 35,8622 35,8622 

Table.3. SSIM index values. 

Experiments 
Initial Ap-

proach 
Approach 1 Approach 2 Approach2-1 

Approach 2-
2 

1 0,8196 0,8196 0,8196 0,8196 0,8196 
2 0,8934 0,8934 0,8934 0,8934 0,8934 
3 0,9145 0,9145 0,9145 0,9145 0,9145 
4 0,9350 0,9350 0,9350 0,9350 0,9350 

Table.4. Error rate values. 

Experiments 
Initial Ap-

proach 
Approach 1 Approach 2 Approach2-1 

Approach 2-
2 

1 15,6690 15,6690 15,6690 15,6690 15,6690 
2 26,9111 26,9111 26,9111 26,9111 26,9111 
3 21,3230 21,3230 21,3230 21,3230 21,3230 
4 23,7645 23,7645 23,7645 23,7645 23,7645 



The indexes values (PNSR, SSIM and error rate) illustrated in the previous tables, demon-
strate that for all the experiments, these parameters are almost identical, this confirms our 
remarks concerning the visual obtained results. We can explain; this by the fact that we used 
the same segmentation procedure, as well as the same estimators and initial parameters val-
ues for all approaches. 
Additionally, we have calculated the execution time of the proposed approaches and we have 
compared it with the execution time of the HMC approach. The graphic in figure 12 repre-
sents the execution time per second of all approaches under each presented experiment. 

 
Fig.12. Execution time by approach per seconds 

 
As a first observation, we note that the proposed approaches give better results than the ini-
tial approach; in fact, the execution time has decreased considerably. The dependent estima-
tion approach (approach 2) is very efficient compared to the others, in fact, it reduces the ex-
ecution time in the order of 70% compared to the HMC approach, 30% compared to the in-
dependent approach (approach 1), and about 50% compared to the variants of approach 2 
(approach 2-1 and approach 2-2). Note that calculating the probabilities of Baum Welch and 
simulating the process X are the most costly phases in the estimation process. The execution 
time depends on many factors and experimental conditions such as memory space, execution 
unit (CPU), speed of microprocessors, the size of data, the number of membership classes, 
the type of images (grey, color), and the convergence of parameters estimators. From the ob-
tained results and the evaluated parameters, we notice that the standard approach HMC pro-
vides better results of segmentation with many types of denoised images (medicals, colors, 
textured, satellites), but it requires an important time of execution, especially when the size of 
data is very large. 
In this work, we have also studied the convergence rapidity of the proposed approaches. For 
that, we have compared the number of iterations needed to reach convergence of the depend-
ent estimation approaches with the initial HMC approach. It is difficult to compute the num-
ber of iterations of the independent estimation approach, because each block converges inde-
pendently of other and the number of resulted blocks can be very large. The following figure 



shows the number of iterations needed to reach convergence for each approach by experi-
ment.  

 
Fig.13. The number of iterations to achieve convergence by approach 

 
From the figure13, approach 2 requires the fewest number of iterations compared to other 
approaches. This further confirms that this approach is the fastest. 
Finally,we can conclude that, all proposed approaches reduce the execution time and the 
number of iterations needed for convergence, and they keep the quality of segmentation. Ap-
proach 2 gives the best results in terms of segmentation quality, execution time, and conver-
gence.  

6 .Conclusion 
For fast and reliable image segmentation, we have proposed, in this article, some approaches 
to estimate the parameters of the standard HMC-IN model. The first approach is an evident 
method of division, which consists of dividing the image into a set of sub-blocks (sub-images) 
with the same size, each sub-image is segmented independently of the others(independent 
approach). The second approach consists of dividing the image into a number of blocks, each 
block is executed using the results of its previous block(dependent approach). Approach 2 us-
es algorithm 7 to calculate the probabilities of Baum Welch, and to simulate the sub-
processes of blocks. From approach 2, we have established two variants, the first vari-
ant(approach 2-1) uses algorithm 7 to estimate only the probabilities of Baum Welch of each 
block. And, the second variant(approach 2-2) uses it just to calculate the probabilities of For-
ward Backward of each block. To demonstrate the performance of the proposed approaches, 
we have compared them with the initial HMC approach. Visually, there is no difference be-
tween the segmented images obtained by all approaches. These results are confirmed by the 
parameters evaluated PSNR index, SSIM index and error rate, which are significantly identi-
cal for all experiments. However, the proposed approaches provide encouraging results by 
reducing the execution time and the number of iterations to achieve convergence. In conclu-
sion, approach 2 is the best in terms of segmentation quality, execution time, and conver-
gence. Our work comes up to be closed with some open questions that we address in future 



works, one of these queries is to use parallelism techniques in the independent estimation 
approach, since the blocks are executed independently. Another one is to apply the decompo-
sition technique in the image segmentation process based on Pairwise Markov chains and 
Triplet Markov chains. 
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